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Abstract: Diagnostic-based modeling (DBM) actively combines complementary advantages
of numerical plasma simulations and relatively simple optical emission spectroscopy (OES).
DBM is applied to determine spatial absolute atomic oxygen ground-state density profiles in
a micro atmospheric-pressure plasma jet operated in He–O2. A 1D fluid model with semi-ki-
netic treatment of the electrons yields detailed information on the electron dynamics and the
corresponding spatio-temporal electron energy distribution function. Benchmarking this
time- and space-resolved simulation with phase-resolved OES (PROES) allows subsequent
derivation of effective excitation rates as the basis for DBM. The population dynamics of the
upper O(3p3P) oxygen state (λ = 844 nm) is governed by direct electron impact excitation,
dissociative excitation, radiation losses, and collisional induced quenching. Absolute values
for atomic oxygen densities are obtained through tracer comparison with the upper Ar(2p1)
state (λ = 750.4 nm). The resulting spatial profile for the absolute atomic oxygen density
shows an excellent quantitative agreement to a density profile obtained by two-photon ab-
sorption laser-induced fluorescence spectroscopy. 

Keywords: atomic oxygen; atmospheric pressure; laser spectroscopy; numerical simulation;
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INTRODUCTION

Radio-frequency (RF)-driven micro-scale atmospheric-pressure plasma jets (μAPPJs) operated with
He–O2 feed gas provide high densities of reactive oxygen species and radicals at low gas temperatures.
These discharges promise high potential for technological exploitation. Of particular interest is the
treatment of sensitive surfaces in biomedicine [1–4].

Vital for the development and optimization of such plasma sources is the understanding of the
fundamental mechanisms. Key aspects are the energy dissipation and transport processes particularly in
the interface region between the core plasma and the post discharge effluent, as illustrated in Fig. 1. In
general, the plasma chemistry inside the discharge volume is strongly influenced by the dynamics of
the plasma boundary sheaths as well as by the processes at the electrode surfaces. Electrons energized
in the sheath regions dominate the electron-impact excitation and ionization in the core plasma.
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Germany. Other presentations are published in this issue, pp. 1189–1351.
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Subsequent Penning ionization and three-body collisions also play important roles in the particle and
power balance, since the environment is highly collisional. The effluent region, in contrast, is practi-
cally free of charged particles [5]. Nevertheless, a significant amount of energy is transported in this re-
gion by reactive atoms, radicals, excited particles, as well as by radiation [6–9].

Quantitative determination of individual particle densities and fluxes provides important net in-
formation. For atomic oxygen—a key-role species in most applications—there are three methods pre-
dominantly used: two-photon absorption laser-induced fluorescence spectroscopy (TALIF) [10,11],
actinometry [12–14], and numerical simulation [8,15]. Quantitative TALIF measurements of atomic
oxygen densities in the regions of the post-discharge effluent [11,16,17] and the core-plasma [18] have
been reported. Although providing direct access to the atomic ground state, it is an experimentally in-
tricate technique that, furthermore, is limited to discharge designs providing extensive optical access.
Actinometry represents a much less demanding method [12] that is commonly applied in the low-pres-
sure regime [13,14]. However, the conceptual conditions for this optical emission-based technique are
not given in the case of the non-thermal atmospheric-pressure plasmas considered here. Pure modeling
of the plasma chemistry at atmospheric pressure is challenging due to the multitude of reaction paths
with partly vague known or even ill-defined reaction rates, in particular for three-body collisions and
surface interactions. The validity of global models [15] is questionable, since the pronounced electron
dynamics [7,19,20] in such RF-driven micro discharges is not explicitly taken into account.

In this article, the recently introduced method of diagnostic-based modeling (DBM) [21,22] for
the determination of absolute atomic oxygen densities in the core of a μAPPJ is described in more de-
tail. DBM combines easy-to-apply optical emission spectroscopy (OES) with a relatively simple 1D nu-
merical simulation that only comprises a basic set of plasma reactions (17 in total), while the numerous
chemical reactions running on a longer time scale are not taken into account. The optical emission sig-
nal intrinsically contains information about all chemical reactions in the discharge. The simulation only
needs to account for electron processes affecting the electron energy distribution function (EEDF) in
the threshold range of the observed excited states. As a consequence, DBM exploits the complementary
strengths of both techniques. 

The model is based on iteratively solving the fluid equations for the different species, where the
electrons are treated semi-kinetically, and Poisson’s equation, respectively, until consistency is reached.
The kinetic reaction rates and electron transport coefficients are calculated by means of a two-term ap-
proximation Boltzmann solver [23]. In the following, several aspects are discussed: the ion drift diffu-
sion approximation, the boundary conditions, the particle fluxes toward the electrodes, and the result-
ing secondary electron emission. The method used for assigning the external electrical power input
instead of the voltage or current input is explained. Its capability of covering the α- to γ-mode transi-
tion and its implementation into the self-consistent model is described. 
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Fig. 1 Sketch of the dynamics in the core plasma and energy transport mechanisms from the core to the effluent
region. The wall represents a surface to be treated in technological applications.



The model predictions for the properties of energetic electrons are benchmarked by comparing
the simulated spatio-temporal characteristics of the argon optical emission line λ = 750.4 nm (2p1 →
1s2) with corresponding results of phase-resolved OES (PROES) measurements. The agreement is very
good, and the resulting three structures can be designated to sheath expansion, sheath collapse, and sec-
ondary electron multiplication in the plasma boundary sheath initiated by heavy particle impact onto
the electrodes as well as Penning ionization in the volume. A possible explanation for the remaining
discrepancy in the plasma bulk region is given.

The DBM results for the O-atom density along the discharge channel, obtained as an average over
time and over the space across the 1-mm electrode gap, are compared to on-axis TALIF findings ob-
tained in a similar μAPPJ set-up with a 2-mm gap [18]. The results of the completely independent meth-
ods agree remarkably well.

TALIF MEASUREMENTS IN THE EFFLUENT

The μAPPJ consists of two planar stainless steel electrodes of 30 mm length, 1 mm thickness, and 1 mm
distance inside a quartz glass cuvette. One electrode is grounded, the other one is driven at 13.56 MHz.
Between the electrodes, a helium gas flow with an admixture of 1 % oxygen is applied, resulting in a
cold jet-like glow-mode plasma. The discharge is based on the concept of the APPJ introduced by
Selwyn, Hicks, and co-workers [5,24]. Here, it is scaled down and optimized for ideal optical access
due to the large optical solid angle provided by the quartz cuvette design. The downscaled discharge di-
mensions (1 × 1 × 30 mm3) significantly reduce the gas flow (1 slm), keeping the gas velocity in the
same range of some 10 ms–1. Details of the design can be found in refs. [7,17]. This simple co-planar
geometry is also ideally suited for computational simulation. 

The atomic oxygen density in the effluent has been measured by TALIF spectroscopy. Tunable
UV laser radiation is used to excite oxygen ground-state atoms by simultaneous absorption of two UV
photons (λ = 225 nm). The fluorescence radiation emitted when the atoms revert to an energetically
lower state is measured in order to gain information about the atomic oxygen density. The measure-
ments are calibrated with TALIF measurements on xenon, according to earlier investigations on the
concentric APPJ [11]. Collisional quenching, temperature effects, and vignetting of the signal are es-
sential aspects to be considered in the analysis of the measurements [11,16]. Figure 2 shows the spatial
ground-state atomic oxygen density distribution in the effluent of such a μAPPJ [17]. Here, z denotes
the distance from the nozzle in direction of the gas flow, and y the distance from the jet’s axis normal
to the electrode surfaces. The highest atomic oxygen density of 2 × 1014 cm–3 is measured on-axis di-
rectly at the nozzle. A confined stream reaches out several centimeters where atomic oxygen densities
of some 1013 cm–3 can be found. The lowest densities are detected directly in front of the jet’s elec-
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Fig. 2 2D spatial distribution of absolute densities of ground-state atomic oxygen in the effluent of the μAPPJ
obtained by TALIF in He with 1 % O admixture.



trodes, where vortices of the gas flow are present. These vortices, the widening of the gas stream and
mixing with outer atmosphere, impede further understanding of the underlying processes.

Thus, to understand the oxygen chemistry of the μAPPJ, it is mandatory to investigate and ob-
serve the creation and destruction processes for the reactive oxygen species also inside the discharge
core itself [18].

OES MEASUREMENTS IN THE DISCHARGE REGION

For the determination of the atomic oxygen density within the discharge region by DBM, optical emis-
sion spectra of the core plasma are recorded using a sensitivity calibrated spectrograph covering a wave-
length range from 430 to 950 nm with a full width at half maximum (FWHM) resolution of 0.5 nm. The
light emission is collected through the quartz windows of the jet via an optical fiber positioned perpen-
dicular to the plasma channel. The effective spatial resolution of the system was measured to be about
1.4 mm. The integration time is in the order of several hundred milliseconds to seconds. The recorded
spectra are, therefore, time- and space-averaged across the discharge gap.

Optical parameters influencing the signal such as observation volume and solid angle can be taken
into account by normalizing the measured optical emission from atomic oxygen to the emission signal
from an inert gas. This tracer gas is admixed in a defined quantity, small enough (≤0.1 %) to exclude a
disturbance of the plasma. In this study, the argon optical emission line from the Ar(2p1) state at λ =
750.4 nm is chosen.

This concept is analogous to the classical actinometry approach, where optical transitions from
excited states only populated by electron-impact excitation from the ground state are used. These states
are assumed to be only depopulated by radiation and not by collisional quenching [12]. Actinometry is
furthermore based on the assumption that the electron-impact excitation cross-sections of the two com-
pared species have the same shape and threshold. When these conditions are met, the ratio of the exci-
tation rates is independent of the plasma conditions. Classical actinometry can provide a qualitative
measurement of the atomic oxygen ground-state density in low-pressure plasmas with not too low de-
gree of dissociation [13]. However, the determination of absolute atomic oxygen densities in cold at-
mospheric-pressure plasmas is significantly more complex. Collisional-induced quenching of the upper
O(3p3P) and Ar(2p1) states outbalances the optical transition rates and thus needs to be taken into ac-
count: The effective optical branching ratios of the corresponding transitions are calculated using the
natural lifetime of the excited state and the quenching coefficients for the feed gas composition ac-
cording to aik = Aik/(Ai + Σq kiqnq). Ai is the sum of all optical transition probabilities Aik for the ex-
cited state k, and is equal to the reciprocal of the natural lifetime τ0. kiq denotes the quenching rate co-
efficient for a partial density nq of a specific collider species q [11,25]. The excited states chosen for
this study have one dominant optical transition. For the present case, therefore, Ai is equal to Aik. The
quenching coefficients and the collider densities are temperature-dependent. The gas temperature
(330 ± 15 K) is determined spectroscopically from rotational band emission spectra of residual molec-
ular nitrogen impurities.

The thresholds for direct electron-impact excitation of O(3p3P) at 10.98 eV and of Ar(2p1) at
13.48 eV differ by 2.5 eV according to the cross-section data [26–28]. At atmospheric pressure, how-
ever, this small threshold difference has a significant influence on the excitation rate ratio due to con-
siderable variations of the electron energy distribution in this energy range. 

Figure 3 shows the ratio of the excitation rates kAr,e/kO,e as a function of mean electron energy
calculated with different EEDFs: The upper curve shows the excitation rate ratio using a simple
Maxwellian EEDF, the lower curve is based on solving the Boltzmann equation using the two-term ap-
proximation. The dashed lines indicate the effective ratio of 0.32 and the mean electron energy of
1.4 eV derived from the time- and space-dependent numerical simulation discussed below. The ratio of
the excitation rates for both the Maxwellian and the two-term EEDF is strongly dependent on the en-
ergy. Unlike in actinometry, a constant ratio of the direct excitation rates, i.e., a ratio independent of the
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plasma conditions, cannot be assumed. The ratio of the rate coefficients depends on the slope of the
EEDF in the thresholds regime. Therefore, the Maxwellian EEDF always yields a larger value for the
ratio than the more Druyvesteyn-like convex-shaped two-term approximation EEDF. For the evaluation
of time- and space-integrated measurements, the pronounced temporal and spatial electron dynamics
need to be considered. Therefore, detailed information on the EEDF in the relevant energy range is re-
quired for quantitative density determination. Here, this is obtained by a 1D numerical simulation across
the discharge gap of the μAPPJ.

Numerical simulation

Since both electrodes of the μAPPJ have an identical surface area, and are capped with dielectric win-
dows along the sides, the discharge produces a symmetric capacitively coupled RF plasma without
dc-selfbias: the electron processes occur symmetrically with respect to the center of the electrode gap,
but they are shifted in time by half of the RF period. In addition, the length of the jet is large compared
to the electrode gap. This offers a model approach that considers only the spatial dimension across the
discharge gap.

This relatively simple 1D numerical simulation yields the electron dynamics within the discharge
core of the μAPPJ. The atmospheric-pressure plasma is simulated in a He–O2 (1000:5) gas mixture at
a gas temperature of 345 K. The number of considered species (He, He*, He+, He2

*, He2
+, O2, O2

+)
and reactions (17 in total) are purposely kept minimum. The measured optical emission signal implic-
itly yields information on the plasma chemistry and resulting atomic oxygen densities. Since only the
slope in the relevant energy range of the excitation thresholds is required, a rather simple numerical sim-
ulation of the electron properties without inclusion of a large number of chemical reactions is sufficient.
Table 1 shows the elementary reactions accounted for in the simulation. A significantly extended model
including additional species (O, O+, O–, O3) and corresponding reactions (overall, 57 reactions) was
used to verify the simple model: The differences regarding the simulated electron dynamics turn out to
be negligible. 
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Fig. 3 Calculated ratio of direct excitation rates of Ar(2p1) and O(3p3P) assuming a Maxwellian EEDF, an EEDF
calculated using a two-term approximation Boltzmann solver, and the effective ratio of the direct excitation rates
(dashed lines) derived from time- and space-averaged EEDF for DBM.



Table 1 Elementary reactions and corresponding rate constants.

No. Reactiona Rate constantb Ref.

R1 e + He → He + e f(ε) [23]
R2 e + He → He* + e f(ε) [23]
R3 e + He → He+ + 2e f(ε) [23]
R4 e + He* → He+ + 2e f(ε) [23]
R5 e + He* → He + e 1.099 × 10–17 Tε

0.31 [29]
R6 e + He2

* → He2
+ + e 1.268 × 10–18 Tε

0.71 exp(–39450/Tε) [29]
R7 e + He2

+ → He* + e 4.624 × 10–11 Tε
–1.5 [30]

R8 He* + He* → He + He+ + e 2.7 × 10–16  [29]
R9 He* + He* → He2

+ + e 1.5 × 10–15 [30]
R10 He* + 2He → He2

* + He 2.0 × 10–46 m6/s [30]
R11 He2

* + M → 2He + M 1.0 × 104/s [30]
R12 He2

* + He2
* → 2He + He2

+ + e 1.5 × 10–15 [30]
R13 He2

* + 2He → He2
+ + He 1.1 × 10–43 m6/s [30]

R14 e + O2 → O2 + e f(ε) [23]
R15 e + O2 → O2

+ + 2e f(ε) [23]
R16 He* + O2 → He + O2

+ + e 2.54 × 10–16 [31]
R17 He+ + O2 → O2

+ + He 3.3 × 10–17 [31]

aM in reaction R11 denotes an arbitrary collision partner.
bUnits: Rate constants in m3/s unless otherwise noted. Tε in K. f(ε) indicates that the rate constant is
calculated on the basis of the two-term approximation EEDF as a function of the mean electron
energy. 

The model is based on fluid equations with a semi-kinetic treatment of the electrons. This means
that the transport coefficients and reaction rates for electron impact collisions are obtained using a 0D
Boltzmann solver in the two-term approximation [23]. These rates and transport coefficients are fitted
to analytical functions dependent on the mean electron energy. The latter one is solved in the 1D model.
The governing equations are mass conservation (eq. 1) and momentum conservation (eq. 2) for all
species as well as the electron energy conservation (eq. 3). The set of coupled differential equations is
closed by Poisson’s equation (eq. 4):

(1)

(2)

(3)

where   

(4)

Here, ni is the density of the species i, Γ
→

i the species flux, and kij the reaction rate. The indices
ch, n, e, and ε denote charged species, neutral species, electrons, and the mean electron energy, respec-
tively. μ is the mobility, D the diffusion constant and E

→
the electric field. kL,je in eq. 3 represents the

loss rate of the corresponding inelastic collision, me is the electron mass, mHe the mass of He, kb the
Boltzmann constant, νm the elastic collision frequency, Tg the gas temperature, and Te the electron tem-
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perature (ε = 3/2kbTe). φ is the electric potential, ε0 the vacuum permittivity, and qch the charge of
species nch. 

The ions are assumed to remain at the same energy (temperature) as the neutral background gas,
thus the ion energy equation is not solved. Due to the high electric fields present in the plasma sheath,
this assumption is not fulfilled in this region. To account for the higher ion temperature, the generalized
Einstein relation is used for ion diffusivity, where the ion temperature is obtained using Wannier’s for-
mulation (5) [32].

(5)

The momentum conservation is written in the drift diffusion approximation, which is valid at el-
evated pressure. The main assumptions of this approximation are: The mean velocity of the particles
does not change much over time, due to the high collision frequency; the distance the particles can
travel between two collisions is small compared to the Debye length. The self-consistent model is
closed by the boundary conditions for each considered species, potential, and electron energy. Helium
and molecular oxygen are treated as background gases in the simulation with constant densities across
the entire gap [29,33,34]. All other neutral species are kinetically limited at the electrodes of the jet.
Helium metastables and excimers are assumed to be lost by de-excitation at the wall (unity surface
quenching) [30,35]. 

(6)

Here, n→ is the normal vector on the electrode surface. The square root on the right-hand side rep-
resents the thermal velocity of the neutrals. The positive ions are assumed to be mobility limited at the
surface, i.e., the drift term in eq. 2 is dominant and the diffusion term is neglected. For the mathemati-
cal description of this boundary, a switch function hs is defined, which is one, if the ions are acceler-
ated toward the surface, and zero otherwise (eq. 8). In addition, the ions have a thermal flux component
to the surface. Here, unity surface recombination at the electrodes is assumed.

(7)

(8)

Here, the index + denotes positive ions. The electron flux toward the electrodes is given by the
sum of thermal flux and flux of secondary electrons emitted from the electrodes. This gives rise to the
electron energy flux as stated in eq. 10.

(9)

(10)

Here, γ = 0.1 is the secondary electron emission coefficient and εγ = 0.5 eV is the assumed value
for the energy of the secondary electrons after release from the electrodes [29]. 
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The boundary condition of Poisson’s equation incorporates the fact that one electrode is grounded
and the other one is driven at a frequency of 13.56 MHz. Accordingly, the electric potential at the
grounded electrode and at the powered electrode are set to 

(11)

where φ0 denotes the amplitude of the potential and f the driving frequency. It is known that mode tran-
sitions occur in this type of capacitively coupled RF plasmas at atmospheric pressures [37]. In the tran-
sition region between the so-called α- and γ-mode, one can obtain multiple solutions for a fixed driv-
ing voltage. To cover the transition region and the corresponding multiple solutions, the power is
specified rather than the potential at the powered electrode [30]. This can be done using a feedback
loop. The total power coupled into the plasma during one RF cycle is calculated using eq. 12.
Afterwards, the amplitude of the electrical potential at the powered electrode is adjusted proportional
to the ratio of the actual and desired power (eq. 13).

(12)

(13)

Here, Pcalc is the calculated power coupled into the plasma per RF cycle and Pset the desired
power. Trf is the time interval of one RF cycle, A the electrode surface, φ0,new the new amplitude, and
φ0,old the old amplitude of the electrical potential. The used transport coefficients for the described
boundaries are summarized in Table 2. The described self-consistent model is solved using a time-de-
pendent solver in COMSOL Multiphysics [38] in combination with MATLAB [39]. The timescales of
the electron dynamics (several ns) and the plasma chemistry (several ms) are substantially different.
Therefore, both are decoupled: Firstly, the complete set of partial differential equations is solved for
several RF cycles; secondly, only the neutral species reactions are solved on a much longer time scale.
This procedure is repeated until convergence is reached.

Table 2 Transport coefficients used in the numerical
simulation.

Species μ[m2/Vs] D[m2/s] Ref.

e f(ε) f(ε) [23]
He* – 1.64 × 10–4 [36]
He+ 1.31 × 10–3 generalized Einstein relation [32]
He2

* – 4.75 × 10–5 [36]
He2

+ 1.83 × 10–3 generalized Einstein relation [32]
O2

+ 2.39 × 10–3 generalized Einstein relation [32]

f(ε) indicates that the transport coefficients are calculated on the basis
of the two-term approximation EEDF as a function of the mean
electron energy.

Benchmark via PROES

As a benchmark for the model, a comparison with PROES measurements is used. This technique uses
a fast intensified charge-coupled device (ICCD) camera with a high repetition rate of several MHz, col-
lecting information over each RF cycle [40–44]. The emission is spectrally separated using an interfer-
ence filter with a central wavelength of 750 nm and a FWHM of 10 nm. A defined gate width of 2 ns
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is used, and the gate time is shifted in 2 ns increments to sample the entire RF cycle, see Fig. 4.
Integration over several million RF cycles yields a high signal-to-noise ratio. 

Figure 5a shows the measured spatio-temporal optical emission characteristics of the argon lines
at λ = 750.4 nm (2p1 → 1s2) and λ = 751.5 nm (2p5 → 1s1) across the discharge gap, for one RF cycle
at a power of 59 W in helium with 0.5 % oxygen and 0.1 % argon admixtures. The dominant excitation
structures observed display the sheath expansion and collapse. During sheath expansion, electrons are
accelerated away from the electrode, whilst at the opposite electrode, the sheath collapse structure is in-
duced by a field reversal effect, where an electric field build-up causes electrons to be accelerated to-
ward the electrodes. This reversal is due to electrons colliding with the background gas, thus hindering
them from responding to the rapid sheath movements. A third maximum is also observed within the
plasma boundary sheath due to secondary electron multiplication in the high electric fields in this re-
gion. These secondary electrons are generated close to the electrode surfaces by the gamma effect, as
well as through Penning ionization. This third structure is only present at higher powers, when the
sheath electric field is high enough to generate an electron avalanche. The relative intensity of this third
structure compared to the other two can be used to adjust the power used in the numerical simulation
to the experiment. This is a delicate problem, since in the experiment the power coupled into the plasma
is difficult to determine accurately, due to significant power losses in the RF equipment used, e.g., in
the matching unit and connecting cables.

For comparison, Fig. 5b shows the simulated spatio-temporal characteristics of the argon optical
emission line λ = 750.4 nm (2p1 → 1s2) across the electrode gap during one RF cycle for a voltage am-
plitude of 245 V (corresponding power: 0.33 W). The emission is determined by multiplying the sim-
ulated electron-impact excitation coefficient of the Ar(2p1) state with the time- and space-dependent
electron density and integrating the resulting time dependence to account for the effective lifetime of
the upper state. Cascade processes populating the Ar(2p1) state are in general comparatively small [26].
At atmospheric pressure, cascade processes can be assumed to be even smaller due to very effective col-
lisional quenching of the upper level. This allows us to neglect cascading processes for the population
of the Ar(2p1) state. In each half cycle, the same three emission maxima are observed at the same tem-
poral and spatial positions as in the PROES experiments. Although a relatively good comparison be-
tween simulation and experiment is shown, the emission in the discharge center is clearly more pro-
nounced in the experimental results. One possible explanation is that the interference filter used is not
able to spectrally separate the close-by Ar(2p1) and Ar(2p5) emission lines. The Ar(2p5) state is known
to be additionally populated by electron-impact excitation out of the Ar(1s5) metastable state. This
process, due to its low threshold energy, is primarily driven by low energetic electrons which are mainly
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Fig. 4 Principle of the diagnostic technique PROES. Images are acquired during the 2 ns gates (marked in gray).



present in the plasma bulk. However, the emission from the Ar(2p5) state cannot be simulated here,
since information on the Ar(1s5) metastable density is missing.

DBM results

The resulting time- and space-averaged EEDF obtained by the benchmarked numerical simulation is
shown in Fig. 6 as a solid line. The dashed lines show two EEDFs at points of minimal and maximal
excitation (also illustrated by crosses in Fig. 5b). The averaged EEDF is used to calculate the effective
excitation rate coefficients ke

* according to ke
* = ‹ne›

–1
x,t ∫‹ne f(ε)›x,tσ(ε)ve dε, where σ(ε) is the exci-

tation cross-section and ve is the electron velocity. The effective excitation rates describe the time- and
space-integrated optical emission measurements adequately. The calculation yields an electron-impact
excitation ratio of kAr,e

*/kO,e
* = 0.32 (see Fig. 3).

The dissociative electron-impact excitation process e + O2 → O (3p3P) + O + e, not included in
the classical actinometry approach, has a higher threshold of 16.3 eV than the direct excitation process.
Also, the maximum is smaller and at far higher electron energies. Nevertheless, at lower dissociation
degrees, the dissociative excitation becomes relevant or even dominant and needs to be taken into ac-
count [13]. For a quantitative density determination, which includes the dissociative excitation process
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Fig. 5 (a) PROES measurement of the sum emission pattern of the Ar(2p1) and Ar(2p5) lines and (b) numerical
simulation of the emission pattern of the Ar(2p1) line within one RF cycle. The dashed lines indicate the position
of the sheath edges.



above, detailed information on the EEDF in the relevant energy range is required. The calculated ef-
fective excitation rate ratios for the direct excitation channel (index e) and the dissociative excitation
channel (index de) are kAr,e

*/kO,e
* = 0.32 and kO,de

*/kO,e
* = 9 × 10–3. Regarding the consequences of

the reduced model (17 reactions) on the excitation rate ratio, a comparative evaluation with an extended
model (57 reactions) shows a difference of below 3 %. The EEDF in the range of the excitation thresh-
olds is largely independent of the chemical reactions. The O-atom density is finally evaluated accord-
ing to

(14)

Figure 7 shows the resulting atomic oxygen density along the discharge channel of the μAPPJ.
The nozzle of the jet defines the zero position and the gas inlet is at z = –30 mm. The atomic oxygen
density increases from 1.4 × 1016 cm−3 over a distance of 10 mm and approaches a relatively constant
value of 1.7 × 1016 cm−3, indicating that the destruction and production processes of atomic oxygen bal-
ance. This equilibrium is reached corresponding to the gas speed of 17 m/s after 0.6 ms. The intensity
of the argon optical emission line λ = 750.4 nm (2p1 → 1s2) probing the electron properties remains
relatively constant after the first 2 mm of the discharge, after 0.12 ms correspondingly, indicating that
the core plasma is homogeneous. The build-up of the atomic oxygen production and destruction equi-
librium is therefore to be attributed to slow chemical reactions rather than to fast electron-induced
processes. At 10 mm distance to the nozzle, the O-atom density as well as the argon emission starts to
decrease. This effect is most likely caused by back-diffusion of ambient air species from the nozzle into
the plasma.
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Fig. 6 Calculated EEDF. Crosses in Fig. 5b mark time and space of minimal and maximal excitation.
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A similar behavior has been determined by TALIF measurements on a similar set-up with an elec-
trode spacing of 2 mm in helium with an admixture of 0.5 % oxygen at 40 W [18]: Here, the balance
of oxygen chemistry is reached after about 8 mm corresponding to 1 ms at a gas speed of 10 m/s as can
be seen in Fig. 8. Here, the absolute atomic oxygen density measured by TALIF is shown from the gas
inlet at z = –30 mm up to the center of the discharge channel at z = –15 mm. The maximum density of
1.7 × 1016 cm–3 in the center coincides with the value found from the OES measurement.

The operational power differs slightly, because it depends on the RF equipment used. A higher
maximal O-atom density is found in the TALIF investigation: 2.7 × 1016 cm−3 at 54 W in comparison
to 2.1 × 1016 cm−3 at 62 W in the OES set-up. Most probably, this reflects the different surface-to-vol-
ume ratios of the investigated discharges due to a different gap size. Additionally, the TALIF measure-
ment probes the higher O-atom density on the axis of the discharge, where the OES measurement, on
the other hand, yields the space-averaged value comprising all effective particle losses toward the sur-
rounding surfaces.
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Fig. 8 TALIF measurements inside a μAPPJ with 2 mm electrode gap. Axial profile of absolute O atom density at
40 W RF generator power in He with an 0.5 % O2 admixture.

Fig. 7 O atom density and Ar 750 nm line intensity as a function of the position within the discharge channel.
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